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Introduction

The electrochemical conversion of CO2 into carbon-neutral
fuels is a promising avenue toward simultaneously resolving

two challenges for a sustainable society, that is, the surging
energy demand and extreme climate change. In CO2 conver-

sion, the catalyst is a prime component, and there have been
extensive efforts to develop catalysts for electrochemical CO2

reduction (CO2 R) that possess both high efficiency and good

selectivity.[1, 2] Transition metals such as Cu, Au, Pd, and their
alloys have been the subject of numerous researches for

CO2 R.[3–8] On most metal electrodes, the primary products of
CO2 R are carbon monoxide (CO) and formic acid (HCOOH).

Only Cu yields various carbon species ranging from single-
carbon molecules such as CO, methane (CH4), and methanol
(CH3OH) to multi-carbon species such as ethylene (C2H4) and

ethanol (CH3CH2OH).[7, 8] However, the large overpotential
[&@1 V vs. reversible hydrogen electrode (RHE)] and low selec-
tivity of Cu for CO2 R impede its practical utilization.

MoS2 catalysts have received tremendous attention for elec-

trochemical reduction of chemicals owing to their high durabil-
ity in reducing conditions, earth abundance, and two-dimen-

sional nature.[9–16] Although the outstanding catalytic per-

formance of MoS2 in producing hydrogen from water has been
confirmed in numerous studies over the past several years, its

activity for CO2 R has attracted attention only recently; experi-
ments have demonstrated that MoS2 exhibits high Faradaic ef-

ficiency (FE) and good selectivity to CO in ionic liquids with
Mo edges as the active sites.[17–19] Recently, Francis et al. investi-

gated CO2 R on single-crystal MoS2 in aqueous electrolyte, dis-
covering 1-propanol (CH3CH2CH2OH) as a major CO2 R product

at moderate overpotentials (&@0.59 V vs. RHE), although the

CO2 R efficiency was still outperformed by the hydrogen evolu-
tion reaction (HER).[20] This result is surprising because C3 spe-

cies are rarely produced as a major product of CO2 R on known
catalysts, particularly at such small overpotentials. The only ex-

ception that we are aware of are nickel phosphides, which
were recently reported to generate methylglyoxal (CH3COCHO)
and ring-shaped 2,3-furandiol (C4H4O3) as major products.[21] In

this respect, the catalytic behavior of MoS2 for CO2 R is unique.
To identify the active site of MoS2, Francis et al. measured FE
while changing the edge density of MoS2 and found that the
FE of the 1-propanol production decreased with increasing

edge density.[20] This implies that the active site is likely to be
present at the basal plane rather than the edges. However, the

clean surface of MoS2 is known to be inert,[22] and thus, the

nature of the active site responsible for CO2 R to 1-propanol is
still elusive.

In this work, we investigate the electrochemical pathways of
CO2 R on MoS2 to various products including multi-carbon spe-

cies by using ab initio calculations. As a potential active site for
CO2 R on the MoS2 basal plane, we pay attention to S-vacancies

(VS), which are also known to be a catalytic site for HER.[23–25] It

is noted that sizable concentrations (&10 %)[25] of VS can occur
during the fabrication of MoS2 films, and VS are theoretically

predicted to have low formation energy (1–3 eV depending on
the growth conditions).[26, 27] To illustrate how VS can catalyze

the CO2 R reaction, we adopt a computational hydrogen elec-
trode (CHE) model,[28] which is modified to reflect the fact that

Although C1 species such as CO and CH4 constitute the majori-
ty of CO2 reduction (CO2 R) products on known catalysts,

recent experiments showed that 1-propanol with two C@C

bonds is produced as the main CO2 R product on MoS2 single
crystals in aqueous electrolytes. Herein, the CO2 R mechanism

on MoS2 is investigated by using first-principle calculations. Fo-
cusing on S-vacancies (VS) as the catalytic site, potential free-
energy pathways to various CO2 R products are obtained by
means of a computational hydrogen electrode model. The re-

sults underline the role of HCHO, which is one of the elemental
C1 products, in opening pathways to CN species for N>1. Key

steps to increase C@C bonds are the adsorption of HCHO at

the VS site and binding of another HCHO to the adsorbed one.
The predicted products and theoretical working potentials to

open their pathways are consistent with experiments, which
indicates that VS is an important active site for CO2 R on the
MoS2 basal plane.
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VS in semiconducting MoS2 can trap charge carriers. We show
that the bowl shape of VS leads to the formation of *OCHO

rather than *COOH at the initial protonation step (* denotes
the vacancy site or adsorbed species). Starting from *OCHO,

we suggest thermodynamically favorable pathways leading to
various CN species (N = 1–3). Our results highlight the role of

formaldehyde (HCHO), which is one of the elementary C1 prod-
ucts likely to be produced at VS, for opening pathways to C2

and C3 species. The key steps to increase C@C bonds are the

adsorption of HCHO at the vacancy site and binding of the
next HCHO to the adsorbed one. The predicted overpotentials
to open CN species are in good agreement with experiments,
supporting that VS is the key active site for CO2 R, which produ-

ces 1-propanol.

Results and Discussion

Charge states of sulfur vacancies

Figure 1 shows the density of states (DOS) of VS-MoS2. Three

sub-gap states associated with VS were identified: a singlet a1

and doubly degenerated e states.[27] These states were highly

localized at the neighboring Mo sites, as can be seen in the

charge density distributions of the corresponding electronic
states (see figures on the top of Figure 1). In the neutral state,

the a1 state was fully occupied whereas the e states were
empty. Consequently, including the spin degree of freedom,

the local charge state of VS could vary between @4 and + 2
(+ and @ indicate removal and addition of electrons, respec-

tively). It is generally assumed that electron and proton trans-
fer occur concurrently during the reduction process on hetero-

geneous catalysts.[28] This assumption would be valid for con-

ventional metallic catalysts, in which electronic wave functions
are delocalized over numerous atomic sites and the localiza-

tion of electrons around the active site requires an incoming
proton.[29] In contrast, the sub-gap states associated with VS in

MoS2 are inherently localized and, therefore, the two processes
can occur independently.[30]

The range of charge states in the active site, either bare VS

or adsorbed intermediate, depends on intermediates owing to

the electronic coupling between the vacancy and adsor-
bates.[22] For instance, *OCHO and *OH shifted down the a1

state into the valence band whereas the e states remained
within the band gap (see Figure S1 a, b in the Supporting Infor-

mation). Because an electron from the adsorbates occupied
one of the e levels in the neutral state, the possible charge

state was from @3 to + 1 for these intermediates. As another

example, in the case of *O, no sub-gap states were identified
(see Figure S1 c in the Supporting Information). Consequently,

only the neutral state was considered.

CHE model for VS-MoS2

To calculate the free energy of each intermediate considering
the RHE conditions, we employed the CHE model.[28] This
model enables implicit simulation of electrochemical environ-
ments such as electrode potential and solvated protons by as-

suming that the chemical potentials of H+ [m(H+)] and e@

[m(e@)] are determined by the chemical potential of H2 [m(H2)]

and electrode potential (U) according to Equations (1) and (2):

m Hþð Þ þ mRHE e@ð Þ ¼ 1
2

mðH2Þ ð1Þ

m e@ð Þ ¼ mRHE e@ð Þ@ eU ¼ mSHE e@ð Þ þ 0:059 pH@ eU ð2Þ

in which e denotes the magnitude of electron charge

(1.60>10@19 C), mSHE(e@) is the electron chemical potential of
the standard hydrogen electrode (SHE), which is @4.44 eV on

the absolute scale, and U is the electrode potential with re-
spect to RHE. By combining Equations (1) and (2), m(H+) is de-

termined according to Equation (3):

m Hþð Þ ¼ 1
2

mðH2Þ þ 4:44 eV@ 0:059 pH ð3Þ

In metallic catalysts, the reaction step proceeds by adding a
proton–electron pair to the former reactant. This means that

the reaction free energy depends on U linearly,[28] but it is not
affected by pH under the RHE conditions. This is not the case

for VS-MoS2, in which the electron transfer is independent from
the protonation step. Accordingly, the reaction free energy of

a protonation step proceeding from the ith to the (i + 1)th in-

termediate (DGi!i + 1) depends on potential U and pH according
to Equation (4):

DGi!iþ1 ¼ G Miþ1; qU
iþ1

E C@ G Mi; qU
i

E C@ 1
2

mðH2Þ
þeU> ðqU

i @ qU
iþ1 þ 1Þ@ 0:059 pH> ðqU

i @ qU
iþ1Þ

ð4Þ

in which qi
U is the most stable charge state of VS for an ith in-

termediate Mi at the given U. Throughout this paper, U is refer-

enced to RHE [V vs. RHE]. Because neutral solutions are typical-
ly used for electrochemical CO2 R,[31] the pH was set to be 7. To

determine qi
U, we first checked the availability of sub-gap

states for Mi and evaluated the charging energy of Mi for all of

Figure 1. Spin-resolved total DOS of VS-MoS2. Partial DOS projected on three
nearest-neighbor Mo ions (MoNN) near VS are present in red. Partial charge
densities corresponding to the vacancy states (a1 and 2e states) are
provided.
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possible charge states q, that is, G(Mi,q)@G(Mi,0)@q V eU. Then,
we selected the q leading to the lowest charging energy at a

given U as qi
U.[30] If the charge state is the same between suc-

cessive intermediates, that is, qi
U@qi + 1

U = 0, DGi!i + 1 linearly de-

pends on U, as found in metallic catalysts. Equation (4) indi-
cates that a decrease of the charge state after a hydrogena-

tion, namely taking more electrons from RHE, lowers DGi!i + 1

at negative potentials compared with the case of qi
U = qi + 1

U.
Conversely, a rise in the charge state increases DGi!i + 1. As a

consequence, DGi!i + 1 along a reaction pathway on VS-MoS2

may not monotonically decrease with increasingly negative
potentials.

The catalytic performance of CO2 R reactions was compared

in terms of the theoretical working potential (htheory), which is
defined as the least-negative potential at which the DG for the

potential-limiting step becomes negative. It has been found

that htheory correlates well with the experimental onset poten-
tial.[32, 33] We noted that the DG for the initial protonation step

that exists in every pathway was always positive (see Figure S2
in the Supporting Information) regardless of U because it did

not involve electron transfer from the electrode. However, the
DG of this first protonation step was not so high (&0.3 eV).[34]

In addition, the highest DG at zero bias occurred at another

step in the reaction pathway, except for the formation of
HCOOH (see below). Thus, assuming that the first protonation

step is not critical for opening pathways for CO2 R (but this
could be a crucial factor to determine the selectivity of the

CO2 R reaction against HER, which will be discussed later), we
determined htheory by the downhill condition of the free energy

after the formation of *OCHO and considered it as an estima-

tor for the experimental onset potential.

Pathways to elementary C1 products

There are numerous potential pathways for CO2 R reactions. To

find out the lowest-energy pathway to C1 products, we first ex-
amined reaction pathways that were proposed to investigate

the CO2 R reactions on Cu.[35] In addition to the suggested pos-
sible pathways, we also tested other probable pathways by
thoroughly considering geometry and chemical characteristics
of adsorbates. Throughout this work, we assumed that inter-

mediates readily accomplished their stable charge state prior
to further protonation because the electron transfer was much

faster than the proton transfer on the electrode. Therefore, re-
action pathways were described only with respect to the total
number of transferred protons [n(H)] (see Figures 2, 3,

and 5–7).
We present the lowest-energy pathway to formic acid in Fig-

ure 2 a. We set the zero energy for C1 pathways as the calculat-
ed free energy of a system that consisted of VS-MoS2 and one

CO2 molecule. The integer number at each intermediate in the

free-energy diagram indicates the stable charge state of the
corresponding active site. It is intriguing to note that, in con-

trast to transition-metal surfaces, for which the initial protona-
tion step of CO2 produces *COOH,[36] the first protonation

product at VS of MoS2 was *OCHO, which is lower in energy by
0.84 eV than *COOH (the detailed reaction pathway starting

with *COOH to CH4 is compared to one with *OCHO in Fig-
ure S3 in the Supporting Information). The difference in the
free energy between *OCHO and *COOH was attributed to the
bowl shape of VS, which sterically hindered incorporation of

two atoms into the vacancy site.[37]

The highest free-energy step in the pathway to formic acid
was the formation of *OCHO, with DG = 0.33 eV at 0 V. As men-

tioned above, this did not vanish at negative potentials. How-
ever, DG in the second protonation step gradually decreased

with potential and vanished at @0.17 V (Figure 2 a). Further de-
crease of potential made the overall HCOOH pathway exergon-

ic. Therefore, this pathway may open at @0.17 V.

Figure 2 b shows the reaction pathway to formaldehyde. The
fourth reduction step to generate H2O yielded the maximum

DG of 0.82 eV at 0 V, which was owing to the strong Mo@O
bonding.[38] The DG became zero at @0.40 V, that is, htheory =

@0.40 V, rendering every reaction step downhill after *OCHO. It
is noteworthy that the magnitude of htheory for the formation of

Figure 2. Free-energy diagrams for the lowest-energy pathways to
(a) HCOOH and (b) HCHO. The integer number at each intermediate indi-
cates the stable charge state of VS at the given potentials.
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HCHO was smaller than DG to form H2O at 0 V (0.82 eV) be-
cause this reaction involved lowering the charge state. Be-

tween formic acid and formaldehyde, the latter was expected
to evolve more efficiently because the free energy of the

second protonation step, which determines the selectivity, was
more exergonic in the pathway to HCHO than HCOOH.[39]

Pathways to CN products involving the adsorption of HCHO
at VS

Because HCOOH and HCHO are highly soluble in water and re-
active, they are likely to be further reduced to other species in-

stead of being released to the outside of solutions.[21, 35, 40, 41] Be-
tween them, we focused on pathways led by the adsorption of

HCHO because its formation would dominate that of HCOOH,
as stated above. In addition, HCHO was bound to VS more
strongly than HCOOH; the binding constant of HCHO at VS

was calculated to be 2.8 V 10@6 L mol@1, which was even higher
than 2.5 V 10@11 L mol@1 for HCOOH.

The additional protonation of *HCHO led to the formation
of *OCH3, followed by the production of CH4, as shown in Fig-

ure 3 a. Like for HCHO formation, DG reached the maximum
when *OH was reduced to H2O at 0 V, leading to @0.40 V for

htheory. HCHO could also be added to the *O that was left after

the second protonation step of *OCHO. Then, the proton
transfer to *OCH2O generated *OCH2OH and eventually CH3OH,

as shown in Figure 3 b. In this case, the third protonation step
to form *OCH2OH caused the maximum DG of 1.00 eV at 0 V.

However, this DG decreased more rapidly with potential than
for the formation of H2O owing to the larger difference in the

charge state between the successive intermediates. As a result,

htheory for the pathway to CH3OH was @0.40 V, which was the
same as that for CH4.

We then turned to the discussion of potential pathways to
C2 products. Previously, the dimerization between intermedi-

ates containing sp or sp2 carbon atoms such as *CO or *COH
was proposed as a key step to create a C@C bond.[34–36, 42, 43]

This mechanism is feasible on metal catalysts, on which surface
adsorbates can approach each other through diffusion. Howev-
er, this is unlikely to happen in VS-MoS2. Instead, *OCHO and

*HCHO can become a source to make a C@C bond through
the direct interaction with dissolved HCHO or CO2 molecules,
as depicted in Figure 4. These reactions are expected to
occur more readily at VS than on metal surfaces because the

sp2 carbon atoms in *OCHO and *HCHO are exposed to
electrolyte.

Among the possible reactions presented in Figure 4, we
found that the reaction between *HCHO and HCHO was ener-
getically most favorable in forming the C@C bond. To be spe-
cific, the reaction free energies of *OCHO + HCHO + H+!
*OCHOHCH2O and *OCHO + CO2 + H+!*O + HCOCOOH were

1.70 and 0.27 eV at @0.40 V, respectively, and these free ener-
gies did not decrease to zero by applying overpotentials down

to @1 V. In contrast, *HCHO + HCHO + H+!*OCH2COOH result-
ed in negative reaction free energies at overpotentials be-

tween @1 and 0 V. Furthermore, the reactions involving
*OCHO to create a C@C bond competed with the one produc-

Figure 3. Free-energy diagrams for the lowest-energy pathways to (a) CH4

and (b) CH3OH. The integer number at each intermediate indicates the
stable charge state of VS at the given potentials.

Figure 4. Possible reactions to create a C@C bond at VS during CO2 R reac-
tion. The red dashed lines indicate the formation of a C@C bond through
the direct coupling between adsorbates and dissolved molecules.
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ing HCHO, namely *OCHO + H+!*O + HCHO, but the latter
was expected to occur dominantly owing to the smaller reac-

tion free energy of @0.98 eV at @0.4 V compared with those of
the former. Thus, *OCHO primarily led to the production of

HCHO, but not multi-carbon species. The HCHO condensation
competed with *HCHO + CO2 + H+!*OCH2COOH, but the

latter yielded the higher reaction free energy (for the C2 path-
way led by the adsorption of CO2 to *HCHO, see Figure S4 in
the Supporting Information). The condensation of HCHO mole-

cules was also suggested as a key process, increasing C@C cou-
pling at nickel phosphide electrodes.[21] Below, we analyzed in
detail the C2 pathways proceeding through the HCHO
condensation.

There are two potential C2 species: ethylene glycol
(HOCH2CH2OH) and ethanol, to which the pathways are shown

in Figure 5 a, b, respectively. For a concise representation of

pathways to CN products with N+2, we adjusted the zero

energy in free-energy diagrams to the one of VS-MoS2 +

N(HCHO) with the stable charge state and omitted the proto-

nation steps to produce N(HCHO). We found that the protona-
tion steps of HCHO to produce ethylene glycol were exergonic.

As a result, the reaction of *OH + H+!H2O to produce HCHO
would yield the highest DG for this CO2 R reaction, predicting

this pathway to open at @0.40 V. Similarly, the reaction
2 HCHO + 2 H+!CH3CH2OH + *O was downhill in energy.
Therefore, the same htheory (@0.40 V) was obtained for the path-

way to ethanol.
We also examined CN pathways for N+3 proceeding

through the condensation of HCHO molecules at VS. Fig-
ure 6 a, b shows the reaction pathways to 1,3-propanediol

(HOCH2CH2CH2OH) and 1-propanol, respectively. These path-
ways were found to open at @0.40 V. The DG of the alcohol

substitution reaction of the C4 pathway remained positive

(0.47 eV) at @0.40 V because of the increase in the charge
state (see Figure S5 in the Supporting Information). This posi-

tive reaction energy diminished but did not completely vanish
at more negative potentials down to @1 V, implying that path-

ways to C4 species are more difficult to open compared with
other CN products for N<4.

Figure 5. Free-energy diagrams for the lowest-energy pathways to
(a) HOCH2CH2OH and (b) CH3CH2OH. The integer number at each intermedi-
ate indicates the stable charge state of VS at the given potentials.

Figure 6. Free-energy diagrams for the lowest-energy pathways to
(a) HOCH2CH2CH2OH and (b) CH3CH2CH2OH. The integer number at each in-
termediate indicates the stable charge state of VS at the given potentials.
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Comparison with experiments

In the previous section, we showed that multiple pathways
starting from the adsorption of HCHO could open at @0.40 V.

This value of htheory is consistent with the onset potential be-
tween @0.59 and @0.50 V in experiments associated with the

formation of 1-propanol, the major CO2 R product, but also
ethylene glycol.[20] We note that the pH in the experiments

was 6.8, which is slightly smaller than 7.0 in our calculations.
This pH difference changed the htheory by approximately 0.01 V,
barely affecting our conclusion.

Our CHE model also suggested that opening the route to
the formation of CN species for N>3 is difficult. In fact, C4 spe-

cies such as 1-butanol and 1,4-butanediol, which are potential
products from the HCHO condensation, were not detected in

experiments. This favorable comparison of computational re-

sults with experiments illustrates that VS serves as the impor-
tant active site for CO2 R.

We also tried to determine the CN product with the highest
selectivity within the CHE framework. To this end, we com-

pared the reaction free energies between competing reactions
following the pathways to C3 products when a protonation

could produce different intermediates. Then, we kept track of

the lowest-energy pathway.[35, 39, 44] The analysis of all reaction
pathways revealed that the route to ethanol was most favora-

ble, followed by ethylene glycol and 1-propanol (see Figure S6
in the Supporting Information). However, ethanol was not de-

tected in the experiment. According to previous work,[35, 39] it is
reasonable to identify the main CO2 R products based on reac-

tion free energies at given overpotentials if the reaction path-

ways purely consist of simple protonation steps, even if reac-
tion barriers can still come into play. The situation, however,

becomes more complicated in the case of reaction pathways
to multi-carbon species, which involves reactions for the C@C

bond formation in addition to the protonation. As a result,
comparing reaction free energies between competing reac-

tions would be insufficient for judging the relative selectivity

among potential products. We believe that to fully resolve this
inconsistency between experimental and predicted products, a

further kinetic study associated with competing reactions
during the formation of ethanol and 1-propanol is needed,
which will be the subject of future work.

Selectivity of CO2 R versus HER

Despite clear advantages of VS-MoS2 for CO2 R, such as the

multi-carbonated products (1-propanol)[45] and low onset po-
tential (@0.5 V), this catalyst still suffers from the lower selectiv-

ity against HER.[20] This can be qualitatively understood by the
difference in reaction free energies of competing reactions be-

tween HER and CO2 R. For comparison with the CO2 R pathway,

we present the HER pathway in Figure 7. It is clear that the
HER pathway is expected to be favored over that for the CO2 R

because DG(*H)@DG(*OCHO) is @0.66 eV at @0.4 V. However,
the pathway to 1-propanol can compete with HER if the reac-

tion starts with formaldehyde rather than CO2, resulting in
DG(*H)@DG(*OCH2CH2OH) =@0.01 eV at @0.4 V. Therefore, cas-

cade catalysts[46–48] combining VS-MoS2 and other catalysts,

which can produce formaldehyde efficiently as a CO2 R prod-
uct, such as polyhydride ruthenium complexes, boron-doped

diamond, and Cu,[41, 49, 50] may offer improved selectivity for
1-propanol production.

Doping would also be another strategy to resolve the selec-
tivity issue, as demonstrated for MoS2 edges by Hong et al.[51]

By using the CHE model, they showed that the catalytic activi-

ty of CO2 R and its selectivity over HER on pure MoS2 edges are
not favorable but can be improved by the incorporation of

transition metals. For facilitating CO2 R to multi-carbon species
at the S-vacancy of the basal plane, metal dopants enabling

both the efficient formation of VS and the stabilization of
*OCHO will be advantageous.

Conclusions

We theoretically analyzed possible electrochemical pathways
for electrochemical CO2 reduction (CO2 R) on VS-MoS2 (VS = S-
vacancies) by means of the modified computational hydrogen

electrode (CHE) model. We showed that the condensation of
HCHO molecules is a key to allow C@C coupling at VS. The CHE
model predicts that pathways to multiple CN species for N<4

can open at @0.40 V whereas the formation of C4 products is
unfavored at such low potentials. These results are in reasona-

ble agreement with recent experiments, indicating that VS of
MoS2 serves as the important active site for CO2 R. We also dis-

cussed the ways to overcome the poor selectivity of CO2 R

against the hydrogen evolution reaction: cascade catalysts and
doping. By unveiling the nature of the active site and mecha-

nisms of CO2 R to multi-carbon species at VS-MoS2, this study
will contribute to designing catalysts to produce hydrocarbon

fuels with high energy densities.

Figure 7. Free-energy diagrams for the lowest-energy pathways to H2. The
integer number at each intermediate indicates the stable charge state of VS

at the given potentials.
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Computational Setup

The ab initio calculations were performed with the Vienna
ab initio simulation package (VASP).[52] The Perdew–Burke–

Ernzerhof (PBE) functional was used for describing exchange-
correlation potentials.[53] The plane-wave cutoff energy was set
to 450 eV. To simulate VS-MoS2, one S atom was removed from
a 4 V 4 MoS2 supercell. A vacuum with approximately 15 a

thickness was incorporated in the supercells to avoid interac-
tions between repeated images along the vertical direction
within the periodic boundary condition. The 7 V 7 V 1 and 3 V
3 V 1 Monkhorst–Pack meshes were used for the unit cell and
supercell, respectively. All atomic structures were fully relaxed
until all directional components of the atomic force acting on
each atom were reduced to below 0.02 eV a@1. Grimme’s D2

scheme was employed to account for van-der-Waals interac-

tions.[54] The change of van-der-Waals functional barely affected
our conclusions (see Table S1 in the Supporting Information).

Effects of solvation were taken into account by the implicit sol-
vation model, which approximates solvent molecules with a di-

electric continuum[55] with parameters of 78.4 (dielectric con-
stant), 0.6 a (cavity width), 0.525 meV a@2 (surface tension), and

0.0025 a@3 (cutoff density). These parameters were reported to

accurately reproduce the experimental solvation energies of a
water molecule and hydronium ion in the literature.[30] The vi-

brational entropy and zero-point energies were considered in
the free energy of adsorbed intermediates within the harmonic

approximations.[56] For gas phases, experimental entropies
were used to calculate the free energy, taking all degree of

freedoms (translation, rotation, and vibration) into account.[57]

We assumed that the partial pressure of all gas phases was
1 atm for the simplicity of computations, but its variation (from

0.01 to 1 atm) had a minor effect on the free energy of sys-
tems less than 0.12 eV. The free energy of a H2O molecule in

aqueous electrolyte was calculated by assuming the equilibri-
um with its gas phase at room temperature, as in previous
works.[35] For the calculations of charged systems, we did not

consider corrections to the total energy because they were re-
ported to be negligible owing to the high dielectric constant
of water.[30] Indeed, we found that the Markov and Payne
scheme, which had been modified for two-dimensional sys-

tems in Ref. [27] , resulted in an increase of the total energy of
VS with the 3@ charge state just by 0.12 eV considering the di-

electric constant of water. The magnitude of the correction
was proportional to the square of the charge state, and there-
fore a correction to the total energy of other charge states,

that is, 2@, 1@, and 1 + , should be smaller. The influence of
this correction to the total energy of VS(3@) on the theoretical

working potential was weaker; the overpotential to render the
reaction free energy of *OH(1@) + H+!VS(3@) + H2O, a poten-

tial limiting step for the majority of the CO2 R products includ-

ing 1-propanol, to be zero only negatively increased by 0.04 V,
which was nearly one-third of the correction for VS(3@) owing

to the reduction of the charge states during this protonation
step. Accordingly, our conclusion was not affected by the

energy correction for charged systems. We provided CONTCAR
files, which include the geometry information of supercells,

and corresponding DFT energies for every intermediate used
to produce all pathways considered in the present work at 0

and @0.4 V, in the Supporting Information.
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